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Abstract—This paper attempts to improve the efficiency of pattern classification model which proposed by "Hanaa M.M 2014" in [7], 

where an efficient classification model built using Cooperative Neural Network (CNN). It decomposes the large complexity classification 

task into several sub-tasks; each one is handled by a simple, fast and efficient classifier (agent). Although the previous system tested 

on various simulation cases and was able to obtain a 100% correct classification ratio upon the tested dataset with optimal execution 

time; but here in this paper, we improve its ability to choose the best useful sub-set of discriminating features given to the system 

through the input layer. The selection of best features is a complex process because it requires extensive experience and a deep 

understanding of the problem domain in case of very complex data set or when the number of distinctive features are few, so neural 

networks were able to detect the features have no role in CNN modules (which trained using Bp with adaptive learning rate) and, then, 

making decisions' by decreasing their weights or even applying pruning procedure to delete them such that performance of the 

classification process is impoved in terms of accuracy or time. The tests results indicated a success rate nearly 100% when simulated 

complex patterns are fed to the improved model. Also, the test results indicate that the raise of complexity degree does not cause 

dramatic effect on the system performance; except the model execution time becomes more than few seconds which considered a 

promising results.  
Keywords— Software agents technology, Cooperative Neural Network (CNN), Modular Neural Network (MNN), Back propagation (Bp), 

adaptive learning rate, classification, pruning. 

——————————  —————————— 
 

 1 INTRODUCTION 

Feature selection is critical to the success of large-scale 

automated classification schemes since different features 

reflect different aspects of the dataset. Careful selection 

features can improve classification [4]. In practice, the 

optimal subset of features is usually unknown and it is 

common to have irrelevant or redundant features at the 

beginning of the pattern classification tasks [9]. 

 So including too many features may introduce 

irrelevant or distracting attributes that impair performance. 

Some features that are ineffective individually may be 

predictive when combined with others. Other features that 

are predictive individually may become contradictory 

when combined, so choosing a useful set of features may 

be a complex process that requires extensive experience 

and a deep understanding of the problem domain [4]. 

Therefore it becomes important to select the most 

representative features from the original feature set such 

that the recognition rate is retained with considerably 

reduced feature dimensions [9]. Since applying neural 

network proficiency to monitored classification is very 

much powerful in terms of robustness and adaptively, also 

it is useful for decomposing complex classification tasks 

into simpler sub-tasks and then puzzle out each sub-task 

efficiently using a simple module [8]. In our proposed 

model the pruning mechanism applied on MNN classifiers 

is adopted to find the optimal subsets of features for each 

class of the used data sets. 

 

 2 BACK PROPAGATION ALGORITHM [1]  

Back-propagation training algorithm is an iterative 

gradient designed to minimize the mean square error 

between the actual output of multi-layer feed forward 

perceptron and the desired output. It requires continuous 

differentiable non-linearity. The following steps summarize 

the algorithm work flow: 

Step1: Initialize weights  

Set all weights to small random values. 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 3, March-2014                                                                              201 
ISSN 2229-5518 

IJSER © 2014 
http://www.ijser.org 

Step2: define input and desired outputs vectors 

Present a continuous valued input vector: x0, x1, ..., 

xN-1 and specify the desired output d0,d1, ...dN-1. If the 

net is used as a classifier then all desired outputs are 

typically set to zero except for that corresponding to the 

class the input is from. That desired output is 1. The 

input could be new on each trial or samples from a 

training set could be presented cyclically until stabilize. 

Step 3: Calculate the actual output 

Use the sigmoid non linearity to calculate output 

y0, y1, ...., yN-1. 

Step 4: Adapt weights 

Use a recursive algorithm starting at the output 

nodes and working back to the first hidden layer. Adjust 

weights by: 

wij (t+1)=wijt +η δj  xi                   …………...………...(1) 

In this equation is wij t the weight from hidden node i, or 

from an input to node j at time t, xi is either the output 

node i or is an input, η is a gain term, and δj is an error 

term for node j, if node j is an output node, then 
δ j =yj(1-yj) (dj-yj)                  ,…………………..…(2) 

Where dj  is the desired output of node j and y j is the 

actual output. If node j is an internal hidden node, then 

δj  =xj(1-xj)Ʃ δjmwjk                         ,……......…………....(3) 

 Where k is over all nodes in the layers above node j. 

Convergence is some times faster if a momentum term is 

added and weight change are smoothed by 
wij (t+1)=wijt +ηδj  xi +α( wij t−wijt-1)       ,…...................(4) 

Where 0<α<1. 

Step 5: Repeat by going to step 2 

 
 3 ADAPTIVE LEARNING RATE 

The adaptive learning rate can be adopted to speed 

up the convergence of the algorithm. For batch training 

strategy, the learning rate can be adjusted as follows [2].  

If  errit x errit-1 > 0   Then ηit = ηi t-1 x ηi+   
Else If  errit x errit-1 < 0 Then  ηi t = ηi t-1 x ηi -  

Else ηi t= ηit-1 

Where   ηi+ > 1  ,   ηi- < 1   

 

 4 MODULAR NEURAL NETWORK 

Decomposing a complex computational problem into 

sub-problems is computationally simpler to solve individ- 

ually, then the solutions of sub-problems can be combined 

to produce a solution to the full problem; this can 

efficiently lead to compact and general solutions. Modular 

neural networks represent one of the ways in which this 

divide-and-conquer strategy can be implemented [10]. 

This “Divide and conquer” approach gives a number 

of advantages to such a neural network. It includes 

complexity reduction in model, scalability, flexibility in 

design and implementation, robustness, and computational 

efficiency. These properties make modeling of problems 

with a large number of dimensions very efficient and easy 

while using modularity [3]. 

A neural network is said to be modular if the 

computation performed by the network can be decomposed 

into two or more modules (subsystems) that operate on 

distinct inputs without communicating with each other. 

The outputs of the modules are mediated by an integrating 

unit that is not permitted to feed information back to the 

modules [11]. 
 

 5 COOPERATIVE NEURAL NETWORKS 

Cooperative neural networks (CNN) have been used 

for the last few decades in a broad variety of applications. 

It is suitable to use if the application is conclusive or 

decision based, like in classification or clustering problems. 

Specifically, areas such as data mining and financial 

engineering, has lot of use of cooperative neural network 

[8]. CNN is specifically useful for applications with a wide 

range of overlap in the input-space; they give enough 

information which enables the voting scheme to assign 

testing samples to their correct modules. Moreover, the 

specialized modules dedicated to the high-overlap regions 

are capable of drawing quite complex boundaries. In 
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general, cooperative schemes prove to be more efficient 

and capable of handling more complex problems than 

other schemes [6]. 

 

 6 PRUNING 

If we have executed the weight decay long enough 

and notice that for a neuron in the input layer all successor 

weights are 0 or close to 0, we can remove the neuron, 

hence losing this neuron and some weights and thereby 

reduce the possibility that the network will memorize. This 

procedure is called pruning [5]. 

 

 7 METHODOLOGY 

Through this section, we will explain the structure of 

the used CNN,  and the used pruning procedure. 

(A) CNN STRUCTURE 
Each module composed of three layers; input layer 

contain n nodes, where n is the number of class features, 

hidden layer contained p nodes, where: 

p = n/2 + 1             ,.................................(4) 

And output layer contains one node, its output is either 

near to 1 (in case the sample belongs to the class) or not. 

(B) PRUNING PROCEDURE 
choosing a useful set of features is a complex process 

that requires extensive experience and a deep understan-

ding of the problem domain in case of very complex data 

set or when the number of distinctive features are few, but 

neural networks were able to detect features those have no 

role in CNN modules (which trained using Bp with 

adaptive learning rate) decisions' by decreasing their 

weights then the applied pruning procedure delete them. 

PRUNING PROCEDURE STEPS: 
Set RD = right decisions at time t 
Set RD_old = right decision at time t-1 

Step1: Test data and find RD 
Step2: While RD_old <=RD 

 For each class 
Call Pruning_sort procedure.  

Delete the feature which has least sum_ 
weights value  and delete its connections. 

Train and save new set of weights. 
 End for 
  Set  RD_old =RD 
  Test data and find RD 

End while 
Step3: Save pruning information. 

 
Where in the previous procedure Pruning_sort 

procedure the features are sorted according to their 
weights and re-test the data set by calling Pruning_Test 
procedure, both procedures are explained in the following. 

 

PRUNING_SORT PROCEDURE 
Step1: Initialize sum_wightsi = 0,  where 0 < i <= N; N is 

the number of input nodes 

Step2: For each hidden node Hj  set: 
sum_wightsi = sum_wightsi + wij 

Step3: Sort features according to the value of 
sum_weights (in ascending order). 

 
(C) PRUNING_TEST PROCEDURE 
Inputs: W_set, Sample, Index  

Steps: 

for I=0  to W.count - 1 
           set  Output= forwardphase (sample, W_set (i)) 

if (Round (output) =1) then 
Add (I) to Class_list 

end for 
if (class_list.count=1)  and (class_list[0] = Index)  

 then Return True 
else  

for I=0 to Class_list.count-1 
     Set ms = MSE( forwardphase (Sample, 

W(Class_list) ) , 1) 
 Add ms to MSE_list  

end for 
Set Temp_index = class index which have least 

MSE from 1  
if (Temp_index=index)  then  Return True 
else Return False 

end if 
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Table (1): The adopted system parameters during the 
training & test phases (for Experiment 1) 

No. Hidden Units 6 
Activation Function at 

Hidden Layer Sigmoid_bipolar 

Training Time 5.562 sec 
Right Decisions 100 

Wrong Decisions 0 
 

 8 RESULTS 

Experimental results show the efficiency of the 

proposed system for pattern classification in tested 

simulated cases, where the number of discriminative 

features are apportion with the size of data set. next the 

results of two experiments, first experiment classify 10 

classes each class contain 10 samples each sample 

composed of 10 features( where 30% of the data samples 

used for testing only (unseen from the network) ,and 70% 

of the samples used for training for both experiments). And 

then the complete data set classified to obtain the results. 

Table (1) shows the result of experiment1 where the 

classification model was able to classify all samples 

correctly in 5 s only even there are unstable features but 

because the stable features (7, 5, 3, and 2) and the power of 

CNN in wide range of overlap in the input-space; they 

gave enough information which enables the voting scheme 

to assign testing samples to their correct modules. 

 
Figure (1): Features behavior in class1 (Experiment 1) 

 
Second experiment we increase the problem complexity by 

make number of classes 10 ,samples of each class are 5 only 

each of 5 feature only and decreasing the number of 

discriminative features, and making most of features had 

unstable behaviors; then the network could not learn how 

to classify the samples with the same efficiency without 

pruning phase. 

 
Figure (2): Features behavior in class1 (Experiment 2) 

 

Table (2): Training & run information's (Experiment 2) 

No. Hidden Units 4 
Activation Function at 

Hidden Layer Sigmoid_bipolar 

Training Time 2.175 sec 
Right Decisions 25 

Wrong Decisions 25 
 

Table (2) is not our final result for this experiment, 

the classifier agent would call pruning procedure to 

complete solving the problem. 

As pruning procedure delete one feature (which has the 

least W_Sum) from every class. After each class lost a 

feature the weight set of each class are updating by 

deleting deleted feature connections and then train again 

and save new weights, then testing data set again if no 

improvement in classification results then another feature 

would be deleted. 

Table (3) Final Pruning Results (Experiment2) 

No. Deleted Features 2 
No. of Right Decisions 50 

Pruning Execution Time 2.877 sec 
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Then the total execution time of this experiment 
could be performed as the following: 

 Total time= Initial classification time + Pruning time 
= 2.8772179 +2.1750999  
=5.052318 s 

So as seen in table (3) pruning procedure was able to 
delete weak features which restrict network learning and 
improve classification accuracy without taking long time.  
 

 9 CONCLUSIONS 

The objective of this paper is to improve the efficiency 

of pattern classification model based on the back-

propagation (BP) algorithm for decision support system 

proposed by us in [7]; by we improved its ability to choose 

a useful set of features. To evaluate the improved model, 

we simulated hard cases of classification data, the 

proposed model gave 100% correct classification rate 

within short execution time even. If we had complicated 

data set the pruning procedure was able to delete the weak 

discriminating features (which restrict the network 

learning). 
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